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Abstract—The paper addresses the automatic recognition of
social and task-oriented functional roles in small-group meetings,
focusing on several properties: a) the importance of non-linguistic
behaviors, b) the relative time-consistency of the social roles
played by a given person during the course of a meeting, and c)
the interplays and mutual constraints among the roles enacted
by the different participants in a social encounter. In particular,
this paper proposes that the Influence Model framework can
address these properties of functional roles, and comparesthe
performance obtained by this framework to the performancesof
models that consider only property (a) (SVM), and to those that
address both (a) and (b) (HMM). The results obtained confirm
our expectations: the classification of social functional roles
improves if models account for temporal dependencies amongthe
roles played by the same subject, for the time properties of the
roles played by each individual, and for the mutual constraints
among the roles of different group members. The two versions
of the Influence Model (IM and newIM), which encode all three
properties together, outperform both the SVM and the HMM on
most of the figures of merit used. Of particular interest is the
capability of the Influence Model to obtain good or very good
results on the less-populated classes – Orienteer and Seeker for
the task area, and Attacker and Supporter for the socio-emotional
area.

Index Terms—Functional roles, influence model, non-linguistic
behavior, multimodal analysis

I. I NTRODUCTION

SMALL-group interactions, such as meetings, are increas-
ingly important in structuring our daily work life inside

organizations. For example, according to a survey in [1],
executives spend an average of 40% to 50% of their working
hours in meetings, 50% of which is unproductive, and up
to 25% of which is spent discussing irrelevant issues. These
problems are often due not only to task-related factors (e.g.,
difficulties in choosing the right items for the agenda, or
in focusing attention on relevant issues), but also to the
complexity of group dynamics and social behaviours, which
can hinder the team’s performance. Different means and tools
can be put at work to support dysfunctional teams, ranging
from facilitation to training sessions conducted by experts. The
availability of rich multimodal information makes it possible
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to explore providing some of these services automatically or
semi-automatically.

For instance, in [2], the usefulness and the acceptability of
a functionality inspired by the practice of coaching is investi-
gated. This consists of a report about the relational/social be-
haviour of individual participants, generated from multimodal
information extracted during the meeting and privately deliv-
ered after the meeting is over. A notable finding in [2] is that
recipients of these reports found no significant differencein
terms of usefulness, reliability, appropriateness, completeness,
or clarity between those produced by an automatic system and
those produced by a human expert.

In order to implement such functionality, an automatic
system must be able to observe and understand people’s social
behavior, although without necessarily taking exact notice of
what people are saying. Indeed, reports from human coaches
are not minutes, but are based on a more qualitative and meta-
level interpretation of the social dynamics of the group. These
man-made reports do not contain information such as “In the
first part of the meeting you talked for ten minutes about
machine-learning techniques that would be useful for solving
the problem,” but rather “In the first part of the meeting you
provided the group with background information,” or “You
prevented others from intervening in the discussion.” In prac-
tice, both coaches and the systems aiming to reproduce them
must abstract over low-level (visual, acoustic, etc.) information
in order to produce medium/coarse-grained data about people’s
social behaviours.

Information that is demonstrably very useful for the purpose
of coaching is the roles people play in the course of the
interaction. Who is the leader or protagonist? Who is most
involved in the discussion? Least involved? There are at least
three perspectives on such social roles in the sociological
and psychological literature. The first considers roles to be
expectations regarding the behavior of a specific individual.
The second emphasizes the behaviors associated with a par-
ticular position in a group or in an organization [3], [4]; group
managers or other more-or-less officially-appointed rolesbe-
long to this class. The third view, in turn, considers roles as
dependent on the specific interaction context, consisting of
concrete behaviors enacted by people [5], [6]; here we find
consideration of who currently (in a given meeting portion)
plays the protagonist, who just sits and watches, who shows
aggressive behavior, and so on. Because they are highly-
situated in specific social encounters, and because they pay
attention to group dynamics, the roles addressed by this third
perspective – also called social functional roles [6] – are more
directly useful for the purpose of coaching.
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More in general, an important motivation for the investiga-
tion of role recognition is the contribution to the efforts that
are being done towards the automatic understanding of social
interactions (see [7] for an extensive survey on this topic).
Moreover, as pointed out by [8], roles can be used to enrich the
content description of multimedia data in retrieval applications,
can enhance media browsers for data like meeting recordings
(e.g., [9]), can allow summarization approaches to identify
media segments particularly rich in information [10], [11],
can be used to segment the data into semantically coherent
segments [12], [8].

This paper addresses the automatic recognition of social
functional roles in small-group meetings, focusing on prop-
erties of theirs such as: a) the importance of non-linguistic
behaviors, b) the relative time-consistency of the social roles
played by a given person during the course of a meeting,
and c) the interplays and mutual constraints among the roles
enacted by the different participants in a social encounter. By
considerably extending previous works on a similar topic [13],
[14], [2], this paper compares the performance of models that
consider only property (a) (SVM) to those that address both
(a) and (b) (HMM), and to those that target all three through
Influence Modeling [15].

In particular, we considerably improve on our previous
works by: (i) exploiting a different and larger set of acoustic
features. In addition to the sole speaking activity, we use the
number of voiced segments per second (speaking rate), the
duration of speaking turns in seconds, the number of voiced
segments per speaking turns, the number of speakers with
overlapping turns; (ii) introducing, based on the literature, a
number of hypotheses concerning the dynamics of social roles
and showing in detail how the data from our corpus confirm
them. In more detail, we delve into: the existence of constraints
on the possible combinations of task and socio-emotional roles
played by a given individual at any given time; the relative
stability in time of functional roles; the existence of constraints
on the distribution of roles among meeting participants at any
given time; (iii) proposing the Influence Model (IM) as a
suitable way to exploit those interdependencies and investigate
this possibility by means of two variants of the IM: the basic
one and a new version in which influence matrices are not
time-homogenous but change over time. The comparison is
completed by investigating the performance of Hidden Markov
Models (HMMs) and Support Vector Machines (SVMs). Taken
together, the four models (SVM, HMM, basic and extended
IM) capture increasing levels of multiparty interaction com-
plexity and mutual dependencies among group participants.

Points (ii) and (iii) are particularly important. The first
provides empirical grounds to commonly held assumptions;
moreover, it motivates the exploitation of modeling approaches
that capture different levels of data complexity, as discussed
in point (iii). The experimental results we obtained seem to
confirm the fruitfulness of this approach that, starting from
hypotheses about phenomena, tries to first root them in data
and then uses them for the purpose of automatic recognition.

The remainder of this paper is organized as follows. A
detailed discussion of related works is presented in the next
section. Section III then discusses Mission Survival Corpus

I (MSC-I) used in our experimental analysis, and also the
techniques employed to automatically extract both acoustic
and visual non-linguistic features. Section IV discusses a
number of characteristics of our data that can provide im-
portant insights for the automatic classification of functional
roles. Section V proposes the Influence Model as a possible
framework for the automatic recognition of functional roles.
Section VI describes the features and the other algorithms
(HMM and SVM) used for role classification. Section VII
present and discuss our results. Finally, Section VIII draws
conclusions.

II. RELATED WORKS

The view of roles we are considering sees them as abstrac-
tions over the actual behaviors of people in the course of an
interaction, rather than as the outcomes of social expectations,
position in a hierarchy, status, and so on.

In this section we review key works closely related to our
perspective, from two distinct fields: social psychology and
social computing.

A. Social Psychology Approaches

Much research in the social and psycho-social literature
addresses this topic [16]. Of particular interest for our purposes
are functional roles [6] defined in terms of the behavior
enacted in a given situation and in a particular context – by
allowing us to focus on what is actually happening, functional
roles reduce the need for knowledge related to organizational
aspects, history, the status of group members, and other
organizational qualities.

Benne and Sheats [17] provided a list of social functional
roles and collected them into three classes: task-oriented,
maintenance-oriented, and individual-oriented. The firsttwo
kinds of roles relate to the group’s needs. Task-oriented
roles concern facilitation and coordination activities for task
accomplishment, while maintenance-oriented roles contribute
to social structure and to interpersonal relations. The third type
of roles – individual roles – focuses on single members and
their goals and needs, rather than on the group. Importantly,
Benne and Sheats’s definitions emphasize the dynamic nature
of social functional roles, allowing for one and the same person
enact more than one role in each of the three classes during
the course of the same interaction episode.

Drawing on Benne’s and Sheats’s work, Bales [18] pro-
posed Interaction Process Analysis (IPA), a framework for
the study of small groups based on the classification of
individual behavior in a two-dimensional role space consisting
of a task and of a socio-emotional area. The roles related
to the socio-emotional area embody activities that support,
enforce, or weaken interpersonal relationships. For example,
complementing another person is a positive socio-emotional
behavior in that it increases group cohesion and mutual trust
among members; conversely, insulting another participantis a
negative socio-emotional behavior that can undermine social
relationships. Task area roles, on the other hand, concern
behavioral manifestations that impact the management and
solution of the problem(s) that the group is addressing. Giving
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or requesting information, or providing personal opinionsand
suggestions regarding the task, are examples of task-oriented
activities.

B. Social Computing Approaches

In the computational camp, most attention has been devoted
to the conception of roles relative to the first and second
perspectives discussed above: roles as expectations of people’s
behaviors, or roles as defined on the basis of organizational
matters (managers vs. clerks), status, and so on [7].

For instance, Weng et al. [12] applied Social Network
Analysis (SNA) to identify the hero, the heroine, and their
respective friends in three movies, based on the co-occurrences
of roles in different scenes. Barzilay et al. [19] exploitedthe
keywords, the durations of speaking turns, and explicit speaker
introduction segments to identify the anchor, journalists, and
guest speakers in a radio program. They obtained 80.5% clas-
sification accuracy on human transcripts, and 77% accuracy
on automatically-recognized transcripts (ASR data), in both
cases using the Maximum Entropy algorithm.

Banerjee and Rudnicky [20] proposed a simple taxonomy of
participant roles (presenter, information provider, participator,
and information consumer), and then trained a decision tree
classifier to learn them from simple speech-based features.
The classifier took as input the feature representation of a
short time window (meeting history) to classify the roles at
the end of the window. The method used seven features, all
of which were manually extracted: the number of speaker
changes, the number of speakers, the number of overlaps in
speech, the average length of those overlaps in seconds, the
total amount of speech by a given participant in seconds,
the number of overlaps initiated by that participant, and the
number of overlaps initiated by other participants. Different
experiments on the same data set produced a best classification
accuracy of 53%.

Vinciarelli [21] exploited audio recordings of radio news
shows to address the recognition of roles such as the primary
and secondary anchormen, the guest, the interviewee, the
headline announcer, and the weatherperson. In this data set,
conversations are usually dyadic and the show follows a regu-
lar structure consisting of sections, each managed by one ofthe
roles; by reducing role recognition to section recognitionthis
setup considerably limits the complexity of the task that can
be analyzed, as compared to other settings such as meetings.
By using features based on basic concepts of social network
analysis and on the duration of each role segment, Vinciarelli
reported up to 85% frame-based classification accuracy on
96 bulletins. Additional experiments with a variant of this
approach and a different source of radio shows (talk-shows)
were discussed in Favre et al. with similar performance [22].

Using the same data and targeting the same roles as above,
Salamin et al. [23] exploited specific acoustic features, such
as who talks when and how much (turn-taking), and statis-
tical properties of pitch, formant, energy, and speaking rate,
reporting an accuracy of 89%.

Finally, Favre et al. [24] applied Hidden Markov Models and
n-gram language models for the recognition of role sequences

in 90 hours of both broadcasts and meetings data. The roles
exploited for the broadcast data were the same as in [21],
whereas meeting roles were mainly of the organizational
type, including project manager, marketing expert, industrial
designer, and user-interface expert.

Favre et al. found that classification performance depended
on the degree of role formality – that is, on how much a
given role corresponded to a function specific to the specific
interaction setting (for example, the moderator in a debate),
and how strong the constraints were that the role imposed on
participant behavior. Informal roles, which in their terminology
correspond to a position in a specific social system (for
example, the manager in a company), and which do not impose
specific constraints on the behavior of people, were harder to
model – though still recognizable with a performance higher
than chance. In another work, Favre et al. [22] attempted
to recognize the project manager, the marketing expert, the
user-interface expert, and the industrial designer in a large
portion of the AMI corpus (138 meetings, 45 hours). They
employed acoustic features extracted from the whole meeting
rather than from only “thin slices” thereof, using a simple
Bayesian classifier. For the four-role task, the authors reported
a best performance of 44% classification accuracy. Addressing
the same problem with the same data set, Garg et al. [25]
combined non-linguistic and linguistic information – thatis,
words derived from manual or automatic speech transcripts.
The joint usage of the two types of features significantly
improved accuracy over the usage of only non-linguistic
information, with a frame-based classification accuracy of68%
for the four roles.

Jayagopi et al. [26] addressed the recognition of role-based
status in small groups. In the workplace, status often corre-
sponds to a person’s position in the group’s or organization’s
hierarchy, and it is often defined by a role – a project manager
has a different status than his assistant. Using 5 hours of
meeting data (AMI corpus) divided into time slices of 5 min-
utes, Jayagopi et al. studied the detection of role-based status
(the project manager of the team) using several automatically-
extracted non-linguistic features that characterize speaking
activity, visual activity, and visual attention. This research
showed that the best non-linguistic cues (the total number of
a speaker’s turns, and the total number of times each subject
speaks first after another speaker) can correctly predict the
project manager with 66.7% accuracy.

Most of the research discussed so far addresses meetings
where people get together to achieve common objectives,
and where coordination among participants is important for
success. Raducanu et al. [27], in turn, investigated role analysis
in competitive meetings. Their data set consisted of videos
from a popular US reality TV show, wherein participants aim
at earning a real job at a firm. In each episode, contestants
participate in a business-related task in one of two opposing
teams. During a subsequent group meeting, led by a strongly-
minded boss, one of the participants is fired based on his or her
performance. Using 90 minutes of meeting data, Raducanu et
al. considered simple approaches based on manually-extracted
cues related to social status (speaking time and turns, inter-
ruptions, and centrality) and reported performance accuracy
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for the estimation of both the meeting chairman and the fired
person of 85% and 92%, respectively.

In all the works discussed so far, roles are defined ac-
cording to either the behavior expectation perspective, the
status/organizational perspective, or a mixture thereof.In only
a few cases is the notion of roles as discussed by Benne and
Sheats [17] and by Bales [18] addressed in the computational
literature. In particular, Zancanaro et al. [13] exploitedSVM
to classify a simplified version of Bales’s [18] roles, exploiting
acoustic and visual features and reporting accuracy figures
above 65%. Dong et al. [14] compared SVM, HMM, and a
version of the Influence Model, reporting 75% accuracy for
the latter. Our present paper capitalizes on, and considerably
extends, these works by exploiting a different feature set and
by introducing a new version of the Influence Model that
allows for additional flexibility.

More recently, Wilson and Hofer [28] and Valente and
Vinciarelli [29] annotated the AMI corpus using the coding
scheme proposed by Zancanaro et al. [13]. In their paper,
Wilson and Hofer [28] investigated whether automatically
derived linguistic subjectivity and expressive prosodic features
can be used to improve social role recognition of participants
in meetings. They found that combining these expressiveness
features with speech activity ones social role recognitionis
improved over the usage of the sole speech activity. Valente
and Vinciarelli [29] used turn statistics and prosodic features
in order to automatically recognize the socio-emotional roles
played by the AMI meeting participants. At first, turn-taking
statistics and prosodic features were integrated into a single
generative conversation model which achieved a role recogni-
tion accuracy of 59%. This model was then extended to explic-
itly account for dependencies (or influence) between speakers
yielding an accuracy of 65%. Finally, they investigated the
statistical dependencies between the formal (roles that does
not change during the recording; i.e. Project Manager) and
the social roles and then integrated these information sources
achieving a 68% accuracy.

III. T HE M ISSION SURVIVAL CORPUSI

In our research, we used the Mission Survival Corpus
I, a multimodal annotated corpus based on the audio and
video recordings of eight meetings that took place in a lab
setting equipped with cameras and microphones. Each meeting
consisted of four people engaged in the solution of the Mission
Survival Task (MST). This task was originally designed by
the National Aeronautics and Space Administration (NASA)
to train astronauts before the first Moon landing, and it proved
to be a good indicator of group decision-making processes1;
since then, it has been frequently used in experimental and
social psychology to elicit decision-making processes in small
groups. The exercise consists of promoting group discussion
by asking participants to reach a consensus on how to survive
in a disaster scenario, like a moon landing, or a plane crashing
in mountain wilderness. The group must rank fifteen items

1This task was supposedly created for training purposes by a Mark Wanvig,
former U.S. Army survival instructor for the Reconnaissance School of the
101

st Division.

according to importance for the survival of crew members.
A consensus decision-making scenario is appropriate to our
needs because of the intensive engagement required for groups
to reach agreement. This affords the opportunity to observea
large set of social dynamics and attitudes.

In consensus decision-making processes, each participantis
asked to express her or his opinion. The group is then encour-
aged to discuss each individual contribution by weighting and
evaluating its quality. In our case, consensus was enforcedby
establishing that any participant’s proposal would becomepart
of the common sorted list only if that participant managed to
convince the others of the proposal’s validity. We also added an
element of competition by awarding a prize to the individual
who proposed the greatest number of correct and consensually-
accepted items.

These sessions were recorded in a specially-equipped room
by means of 4 firewire cameras in the corners of the room.
Four wireless close-talk microphones (one for each participant)
and one omni-directional microphone in the middle of the table
were used to record speech activity.

The Mission Survival Corpus I consists of 8 meetings and
32 subjects: each subject took part only in one meeting. The
average length of the collected meetings is around 18 minutes
and the total length of the corpus is 2 hours and 49 minutes.
The longest meeting lasts around 26 minutes while the shortest
lasts around 13 minutes.

A. Functional Role Coding Scheme

We employ Bales’s categories, while interpreting their func-
tions as (functional) roles in terms of Benne and Sheats’s ap-
proach. This move is motivated by the expectation that, though
dynamic, the behaviour of each participant would not change
too much or too often during a meeting, such that the slightly-
more-static concept of functional role would be at least as ap-
propriate as the more dynamic concept of function. Section IV
details evidence that these assumptions are tenable. Finally, we
further adapt the resulting two-dimensional scheme, adjusting
the roles according to observations performed on a number of
face-to-face meetings.

Our coding scheme – the Functional Role Coding Scheme
(FRCS) – consists of five labels for the Task Area and five
labels for the Socio-Emotional Area [30]. The Task Area
includes functional roles related to the facilitation and coor-
dination of the tasks in which the group is involved, as well
as roles related to the technical skills of members as they are
deployed through the course of the meeting.

• The Orienteer (o) orients the group by introducing the
agenda, defining goals and procedures, and keeping the
group focused and on track. He or she summarizes the
main ideas of the group, recording the most important
arguments in the discussion, the minutes, and the group’s
decisions. The Orienteer spells out suggestions in terms
of examples, offers a rationale for suggestions, and tries
to deduce how an idea would work if adopted by the
group. From a behavioral point of view, this is often the
first person to speak, and this person tends to look at all
members rather than at one specific person (as opposed to
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the Giver, for example, who focuses on the interlocutor).
The Orienteer has a major role in structuring the dis-
cussion (“Okay, let’s move on”), and in planning future
efforts.

• The Giver (g) provides factual information and answers
questions. This person states his or her beliefs and atti-
tudes about an idea, expresses personal values, and offers
factual information. From a behavioral point of view, the
Giver usually speaks only if consulted by another person,
and his or her gaze is directed primarily towards that
interlocutor.

• The Seeker (s) requests suggestions, information, and
clarifications in order to promote effective group
decision-making. This role can be mistaken with the
Orienteer; however, while the latter’s questions are meant
mostly to help the group to reach objectives (“What about
moving to the next agenda item?”), the Seeker’s questions
relate to the task under discussion (“What’s the status of
project?” or “What do you think about adding a new
functionality to the system?”).

• The Recorder (r) manages the resources available to the
group. The most apparent (and useful) manifestation of
this role consists of keeping track of discussions and
decisions for the group. In this respect, the Recorder
should not be mistaken for the Follower, who might take
notes but does so only for his or her own sake.

• The Follower (f) only listens, and possibly takes notes
for personal use, but does not participate actively.

The Socio-Emotional Area includes roles oriented toward the
formal relationships among group members, and roles oriented
toward the functioning of the group as a social entity.

• The Attacker (a) may work in many ways: deflating the
status of others; expressing disapproval of the values,
acts, or feelings of others; attacking the group or the
problem it is working on; joking aggressively. This person
consistently reacts negatively to the ideas of other group
members. The behavioral indicators that signal this role
include an aggressive tone of voice, looking elsewhere,
making noise, and moving nervously.

• The Gate-keeper (gk) is the moderator within the group.
This person effects communication and attempts to keep
channels open by encouraging and facilitating participa-
tion. The Gatekeeper mediates the differences between
other members, attempts to reconcile disagreements, and
relieves tension in conflict situations.

• The Protagonist (p) takes the floor (the right to speak) and
drives the conversation. This person assumes a personal
perspective, asserting his or her authority or superiority
by virtue of either special status or performing a particular
important task.

• The Supporter (su) shows a cooperative attitude – mani-
festing attention, understanding, and acceptance in addi-
tion to providing technical and relational support to other
members of the group. This person also helps to maintain
a collaborative atmosphere by endorsing common objects.

• The Neutral (n) passively accepts the idea of others,
serving as an audience in a group discussion.

The reliability of our proposed coding scheme is assessed
on a subset of the corpus consisting of 130 minutes for the
Socio-Emotional Area and 126 minutes for the Task Area.
Two trained annotators code five participants on the Socio-
Emotional Area and five participants on the Task Area. Cross-
judge consistency is measured by means of Cohen’sκ [31].
The results are the following:

• Task Area:κ = 0.70 (N = 758, p < 0.001; confidence
interval withα = 0.05: 0.67-0.75).

• Socio-Emotional Area:κ = 0.60 (N = 783, p < 0.001;
confidence interval withα = 0.05: 0.56-0.65).

According to Landis and Koch’s criteria [32], the agreement
in the Task Area is good (0.6 < κ < 0.8), but is borderline
between good and moderate (0.4 < κ < 0.6) in the Socio-
Emotional Area.

B. Acoustic Non-linguistic Cues

Previous research suggests that the non-linguistic informa-
tion conveyed by speech can be very informative regarding
different social behaviors and characteristics, such as roles
[14], [22], [24], task performance [33], [34], personalitytraits
[35], [36], dominance status [26], [37], and emergent leader-
ship [38].

Starting from Bales’s definitions of roles and from our
coding scheme, we automatically extract the following set of
cues for each meeting participant:

- Speaking activity: presence/absence of speech. This infor-
mation helps to identify who speaks first, and to recognize
subjects playing the Orienteer and the Protagonist roles.

- Speaking rate: we defined this feature as the number
of voiced segments (essentially, syllables) per second. More
precisely, the speaking rate is computed only over speaking
segments, i.e. pausing between phrases does not affect this
number [39].

- Duration of speaking turns in seconds where a speaking
turn is a sequence of voice segments bounded by 1-second-or-
longer pauses. Given that we are using close-talk microphones,
our definition of turn is applied to an audio channel capturing
the voice of one participant only. We hypothesize that people
with longer speaking turns might be playing the Protagonist
role.

- Speaking rate per speaking turn: we defined this feature
as the number of voiced segments (essentially, syllables) per
speaking turn [39].

- Number of speakers with overlapping turns. Normally,
such overlaps are ’backchannel’ comments such as ’ok’ or
’really?’ and so useful to identify the Supporter role. More
precisely, we use the term ’backchannel’ to denote the short
messages that the person holding the turn receives without
relinquishing the turn [40]. These short messages are different
from short answers because a short answer by a listener B
assume that speaker A ended his/her turn. However, sometimes
we can have long overlaps similar to interruptions and they
could be a relevant cue for identifying the Attacker role.

Concerning speaking activity, the output from the micro-
phones is automatically segmented at a 330ms frame rate,
and labeled by means of a VAD – Voice Activity Detector
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[41]. For each frame, the VAD produces an output of the
form ‘<temporal frame; label-S1; label-S2; label-S3; label-
S4>,’ where <temporal frame> is the frame’s identifier, and
<label-*> takes on the values ‘0’ and ‘1’ corresponding to
‘non-speech’ and ‘speech’ respectively, for each participant
(speakers S1, S2, S3, and S4).

Voiced segments are extracted from the four audio tracks
at every10−3 seconds using the 9-parameter Boersma’s algo-
rithm [42]. This algorithm has been reported to have minimal
pitch determination error and large resolution of harmonics-
to-noise ratio due to its method of computing the short-term
autocorrelation function of continuous-time audio time series.

Voiced segments are clustered into speaking turns using
a Hidden Markov Model (HMM). Two latent states indicate
whether there is a turn boundary, and two independent obser-
vations correspond to the existence of a speaker change and
to the time interval between the current and the past-voiced
segment.

Finally, we compute the number of voiced segments inside
a given turn, the duration of a turn, and the number of speakers
with overlapping turns.

C. Visual Cues

Fidgeting is defined as “a condition of restlessness as mani-
fested by nervous movements” [43] and it can reveal important
clues about the emotional state of an individual such as
boredom, nervousness, impatience, and more in general social
anxiety [44]. Using visual means, fidgeting can be localizedby
employing techniques such as optical flow or Motion History
Images (MHIs) [45]. However, due to ambiguities between
the actions say of fiddling with a pen and actually writing
with it, it is impossible to be sure which is taking place.
Consequently, following [46] any action where repetitive,
localized motion is being observed will be labeled as fidgeting.
In sum, fidgeting refers to localized repetitive motions, such as
rhythmically tapping fingers on the table, playing with water
glasses, or adjusting clothing. Fidgeting was automatically
annotated by means of MHI [45], a technique that uses
skin-region features and temporal motions to detect repetitive
motions in the images. An energy value is then associated with
these motions in such a way that the higher the value, the
more pronounced the motion. All fidgeting values for a given
person were normalized to the fidgeting activity of that person
during the entire meeting. We compute two separate features,
hand fidgeting and body fidgeting, to capture the differences
between the amount of movement produced by the hands and
that produced by the rest of the body. Indeed, we hypothesize
that these differences could be useful to pin point different
social and task roles. Both these features were generated ata
frame rate of 330ms and so are synchronized with the output
from the microphones.

Fidgeting was extensively used in works dealing with the
automatic recognition of social functional roles [13], [14] and
with the prediction of personality traits [47], [35]. So, although
there are other visual features (e.g. focus of attention) of
potential relevance to characterize task and socio-emotional
roles, the visual features presented here are robust.

IV. ROLE-TAKING BEHAVIORS

Based on this analysis of the Mission Survival Corpus, we
now provide some support that for a number of hypotheses
on which our research is based. In particular, we will argue
that a) there are constraints on the possible combinations of
task and socio-emotional roles that a given individual can be
play at at any given time; b) at the individual level, functional
roles have a certain degree of stability in time; and c) the
distribution of roles among meeting participants at any given
time is constrained. Section V details how these propertiesof
functional roles can be leveraged for the purpose of automatic
classification.

We start by considering the association of task with socio-
emotional roles at the individual level. Table I reports thenum-
ber of instances observed in the corpus for each task*socio-
emotional role combination. Notice that the Recorder role of
the task area and the Gate-keeper role of the socio-emotional
area are not reported – no instances were present in the corpus.

As one might expect, the Neutral and the Follower roles are
the most common ones, followed by Giver for the task area
and Protagonist for the socio-emotional area. The Attacker
role has very few instances, most probably because the nature
of the meetings – which are based on consensus reaching –
prevents and makes useless the display of aggressive behavior.

The significance of an association between task and socio-
emotional roles association was tested by means of aχ2

test that rejected the null (no association) hypothesis (χ2 =
71.083, df=9, p<.0001). A more detailed analysis of the
task*socio-emotional association was then pursued by means
of the Pearson adjusted residuals, setting the significance
threshold at residual≥2. These results are reported in Table
II, where the ‘+’ and the ‘-’ signs indicate significantly high
and low co-occurrences, respectively.

According to Table II, the significant task*socio-emotional
association detected by theχ2 test results from role co-
occurrences: the Follower with the Neutral, the Giver with the
Protagonist, the Orienteer with the Supporter, and the Seeker
with the Attacker. On the other hand, the Giver and the Neutral
tend to mutually exclude, as do the Giver and the Supporter,
the Follower and the Protagonist, and the Orienteer and the
Protagonist. The most likely role patterns are, therefore,those
of people who a) play a neutral socio-emotional role and just
follow the discussion without a strong personal participation,
b) provide information while playing the protagonist, c) orient
the discussion and are cooperative, and d) seek informationin
an aggressive fashion.

Besides associating the roles of the two areas in characteris-
tic ways, participants execute them with different characteristic
durations, as shown in Table III. We submitted the data to
a Generalized Estimating Equations [48] analysis, using the
duration of each task*socio-emotional combination as the
dependent variable, and the task and socio-emotional areasas
factors. Given the highly-skewed data, a gamma distribution
with identity link was exploited.

The results show the primary effects of both task (Wald
χ2 = 22.841, df=3, p<.001) and socio-emotional (Waldχ2 =
25.842, df=3, p<.001) roles on duration, as well as a significant
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Table I
NUMBER OF TIMES IN WHICH EACH TASK* SOCIO-EMOTIONAL ROLE
COMBINATION IS OBSERVED IN THE CORPUS. THE COLUMN ’ TOTAL’
CONTAINS THE NUMBER OF TIMES EACH ROLE IS OBSERVED IN THE

CORPUS.

Attacker Neutral Protagonist Supporter Total
Giver 5 487 270 116 878

Follower 9 677 251 173 1110
Orienteer 0 64 19 48 131
Seeker 5 85 29 16 135
Total 19 1313 569 353 2254

Table II
SIGNIFICANT ASSOCIATIONS AMONG BETWEEN TASK AND

SOCIO-EMOTIONAL AT THE INDIVIDUAL LEVEL .

Attacker Neutral Protagonist Supporter
Giver - + -

Follower + -
Orienteer - +
Seeker +

Table III
AVERAGE DURATION (IN SECONDS) OF THE DIFFERENT

TASK* SOCIO-EMOTIONAL ROLES COMBINATIONS.

Socio-emotional area roles

A
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sk
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s

Giver 8 7 21 10 11
Follower 2 33 3 4 11
Orienteer N/A 4 10 17 10
Seeker 7 6 9 9 8

Marginal 6 12 11 10

task*socio-emotional interaction (Waldχ2 = 296.645, df=8,
p<.001). As can be seen in Table III, the main effect of task
roles is due to the lower average duration of the Seeker role
with respect to the others. The main effect of socio-emotional
roles is due to the lower duration of the Attacker role. That is,
episodes involving Seekers or Attackers have a lower duration.
The task*socio-emotional interaction, in turn, is due to the
longer average duration of the (Giver, Protagonist), (Follower,
Neutral), and (Orienteer, Supporter) combinations – see the
bold-marked figures in Table III. Interestingly, these three
combinations are among the most frequent, as we saw while
discussing Table I and Table II.

In summary, in the Mission Survival Corpus, people often
enter specific combinations of social function roles, in partic-
ular (Giver, Protagonist), (Follower, Neutral), and (Orienteer,
Supporter), and they do so for longer on each occasion. Other
combinations are significantly infrequent: (Giver, Neutral),
(Giver, Supporter), (Follower, Protagonist), and (Orienteer,
Protagonist).

As anticipated, individuals not only execute their roles with
a characteristic length and combine them in specific manners,
but also coordinate their own roles with those of the others in
a restricted number of ways.

As shown by in Table IV, there is always at least one
person playing the Follower, and the most frequent task area
configurations are those where at least one person in the group
plays the Giver and the other members are Followers – an

Table IV
FREQUENCY OF TASK AREA CONFIGURATIONS. ROWS LABELED F, G, S,
AND O REPORT THE NUMBER OF MEETING MEMBERS SIMULTANEOUSLY

PLAYING THE GIVEN ROLE. ONLY CONFIGURATIONS WITH A FREQUENCY

≥1% ARE REPORTED.

F 1 2 2 2 3 3 3 4
G 2 1 1 2 0 0 1 0
S 1 0 1 0 0 1 0 0
O 0 1 0 0 1 0 0 0
% 1 4 5 20 13 2 36 11

Table V
FREQUENCY OF SOCIO-EMOTIONAL AREA CONFIGURATIONS. ROWS

LABELED N, P, S,AND A REPORT THE NUMBER OF MEETING MEMBERS

SIMULTANEOUSLY PLAYING THE GIVEN ROLE. ONLY CONFIGURATIONS

WITH A FREQUENCY≥1% ARE REPORTED.

N 1 1 1 2 2 2 3 3 4
P 1 2 3 0 1 2 0 1 0
S 2 1 0 2 1 0 1 0 0
A 0 0 0 0 0 0 0 0 0
% 1 1 1 3 7 11 18 36 21

occasion totaling 56% of the number of task configurations.
Moreover, participants rarely distribute over more than two
roles. Similar considerations could can be made for the socio-
emotional area – see Table V. The considerations made and a
visual inspection of Tables IV and V demonstrate the existence
of important interdependences among the roles simultaneously
played by the various group members. The potential utility
of exploiting these interdependences for the purpose of role
classification is clear.

Another important characteristic of social functional roles is
their relative stability in time. In the socio-emotional area, the
(split-half) correlation coefficients for the amount of time spent
playing a given role during the first and the second halves of
each meeting are 0.85, 0.59, and 0.27 for the Neutral, Protag-
onist, and Supporter roles, respectively; that is, people tend to
play the Neutral and the Protagonist roles in quite a consistent
fashion over time. In the task area, time consistency is even
higher, with split-half correlation coefficients of 0.80, 0.90,
0.55, and 0.40 for the Giver, Follower, Orienteer, and Seeker
roles, respectively. This data shows that our expectation of
functional roles being a little more static than Bales’s functions
was on the right track. As a consequence, it seems possible
to exploit knowledge about the past role-taking behavior of
an individual in the Mission Survival Corpus to improve the
predictions about future behavior.

We conclude this discussion of the data offered by the
Mission Survival Corpus with a few considerations about the
ways in which role dynamics depend on and affect group
behavior. One interesting case is the intensity level of the
discussion, as measured for example through the number of
simultaneously-speaking people. The odds that roles such as
Attacker, Supporter, or Seeker will appear increase signifi-
cantly with the number of people speaking at the same time;
for example, the odds of an Attacker being present when two
or more individuals speak together simultaneously are 40:1
over the case when only one individual speaks. For task roles,
when the speech of two individuals overlaps, the odds of
them both being Givers are 4:1 over the odds of one being
a Giver and the other a Seeker , and 8:1 over the odds of
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Table VI
AVERAGE INTENSITY VALUE OF BODILY MOVEMENT (HAND /BODY

FIDGETING), MEASURED ON THE ’ TARGET’ PERSON AND THE OTHER

MEMBERS IN 10-SECOND WINDOWS, WITH RESPECT TO THE

SOCIO-EMOTIONAL ROLE PLAYED BY THE TARGET. USING ’ TARGET
PERSON’ WE DENOTE THE PERSON UNDER ANALYSIS WHILE USING

’ OTHER MEMBERS’ WE DENOTE ALL THE OTHER PARTICIPANTS EXCEPT

THE ’ TARGET’ PERSON.

Attacker Neutral Protagonist Supporter
target hand 11 18 18 16
other hand 20 16 19 17
target body 11 20 21 18
other body 23 19 22 19

them being a Giver and an Orienteer. In comparison, when
only one individual speaks, his or her odds of being a Giver
are 17:1 over those of his/her being a Seeker, and 4:1 over
being an Orienteer. Similar effects of role dynamics can be
detected in visual behavior. For example, the presence of an
Attacker is associated with increased hand and body activity
in the others participants (20/23 vs. 11/11); see Table VI.

In this section we have discussed a number of character-
istics of our data that can provide important insights for the
automatic classification of functional roles. We have seen that
in the Mission Survival Corpus the combination of roles that
an individual simultaneously plays are is highly constrained;
that the role played by one member of the group is affected by,
and affects, those the roles played by other members; and that
social functional role dynamics are moderated by a certain
stability in time. Finally, we have exemplified how specific
behaviors are associated with specific role-playing. Although
it is not possible to generalize these results away from the
corpus we used, these findings confirm reasonable assumptions
regarding the dynamics of functional roles. The next section
applies these findings to automatic role classification.

V. I NFLUENCE MODELING

In the previous section we discussed evidence that an indi-
vidual’s role-taking dynamics are affected by those of the other
members of the group. For example, when a person expresses
his opinions, the others usually listen to these statementsand
show either agreements and or doubts. Moreover, multi-person
face-to-face interactions normally take on a small number of
regular patterns among the huge number (256) of available
possibilities. We propose to exploit these interdependencies by
adopting the Influence Model as a framework for the automatic
recognition of roles in small-group interactions.

The Influence Model has been applied in the past to
different social systems. The first application of the Influence
Model [49] attempted to infer influence networks from audio
recordings of a group discussion session with five individuals.
The researchers used the model to infer the underlying pattern
of interpersonal influence from the noisy signals measured
directly from each individual and their interactions on turn
taking. Another set of researchers applied the influence model
to conversational data from sociometric badges on 23 in-
dividuals and showed that the influence strength between
individuals learned by the model correlated extremely well
with individual centrality in their social networks [50]. The

model has also been applied to the Reality Mining [51] cell-
phone sensor data. Using information from 80 MIT affiliates
as observations and constraining the latent space of each
individual to be binary “work” and “home”, researchers found
that the influence matrix learned from this data matches well
with the organizational relationship between individuals[15].
More recently, the influence model has been extended to
a variety of systems, including traffic patterns [52] and flu
outbreaks [53].

In the following subsections, we describe two variants of
the Influence Model: (i) the latent structure Influence Model
introduced by Dong and Pentland [15] and (ii) a new latent
structure version in which the influence matrices are not time-
homogenous but change over time.

A. Influence Model with State-independent Influence

An influence model is a stochastic process that captures how
nodes in a network (e.g., people in a meeting in the Missions
Survival Corpus) signal role-taking to one another (e.g., “I am
taking a Giver role; please switch your roles accordingly”)and
change states to complement it. In a network withC nodes and
mc discrete states{1, · · · ,mc} for each nodec ∈ {1, · · · , C},
the states of the nodes evolve in the following way:

P (S
(c)
t=0 = i) = π

(c)
i ,

P (S
(c)
t+1 = i|S

(0)
t , . . . , S

(C)
t ) =

∑

c′

hc′→c × ac
′→c

S
(c′)
t

→i
,

wherei ∈ {1, . . . ,mc} andπ
(c)
i is a categorical distribution,

i.e.
∑

i π
(c)
i = 1 .

In this network, each nodec signals nodec′ with ratehc→c′

(i.e., nodec has an influencehc→c′ over nodec′). Node c
in state s

(c)
t = i at time t can signal nodec′ to change

state tos(c
′)

t+1 = j at time t + 1 with rate hc→c′ × ac→c′

i→j ,
where

∑

j a
c→c′

i→j = 1 and
∑

c hc→c′ = 1. That is, node c can
distribute its influencehc→c′ according to how much it wants
node c′ to change into each of themc′ states. Hence, the
signaling rate of the whole network is

∑

c,c′ hc→c′ , and the
probability of a specific event ishc→c′ ×ac→c′

s
(c)
t

→j
/
∑

c,c′ hc→c′

when any signaling event happens at timet.
Since we deal with noisy data, unknown node states, and

unknown network structure, we use the latent structure Influ-
ence Model to infer node states and network structure from
incomplete and noisy observations(Y (c)

t )
c∈{1,...,C}
t∈N , assuming

conditional probability distributionsP (Y
(c)
t |S

(c)
t ; θ) parame-

terized byθ and the following stochastic process of updating
note states and observations:
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A detailed discussion of the latent structure Influence
Model, as well as its algorithms, can be found in [15].
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B. Influence Model with State-dependent Influence

We also designed and tested a new latent structure State-
dependent Influence Model – henceforth referred to as newIM
– in which each individual nodec ∈ {1, . . . , C} can decide
how much it wants to vote on the latent states of another node
c′ ∈ {1, . . . , C}. For example, in our scenario if a person takes
on the Giver role, that person can vote vote for another person
to take the Neutral or the Seeker role. On the other hand, if
a person takes the Neutral role, he or she can choose not to
vote on another person’s task and social role:

P
(

S
(c)
t=0 = i, Y

(c)
t=0

)

= P
(

Y
(c)
t=0|S

(c)
t=0 = i

)

· π
(c)
i ,

P
(

S
(c)
t+1 = i, Y

(c)
t+1|S

(0)
t , . . . , S

(0)
t

)

=

1

Z
· P (Y

(c)
t+1|S

(c)
t+1 = i)

∑

c′

hc′→c · a
c′→c

S
(c′)
t

→i
,

whereZ =
∑

i

P (Y
(c)
t+1|S

(c)
t+1 = i) ·

∑

c′

hc′→c · a
c′→c

S
(c′)
t

→i
,

∀c, c′, i,
∑

j

ac→c′

i→j ≤ 1, and∀c′,
∑

c

hc→c′ = 1.

The major difference between the new model and the old
model is that the “influence” of nodec on nodec′ is no longer
a constant,

∑

j a
c→c′

i→j = 1, ∀c, c′, i, as in the previous model,
but instead is

∑

j a
c→c′

i→j ≤ 1, ∀c, c′, i. Hence, the influence
matrix is not time-homogeneous but instead changes over
time (Figure 1). In particular, the parametersα in the new
formulation of the Influence Model are assigned to the number
of times a given transition happens divided by the total number
of times the transition could happen (see for more details [53])

The algorithms for the latent state inference and the param-
eter learning can be derived from this new definition.

VI. A UTOMATIC RECOGNITION OFROLES

In Section IV we have showed that at the individual level
roles have a certain degree of stability in time. Besides al-
lowing the encoding of relationships between the roles played
by different group members, the Influence Model (IM) also
considers time dependence. In order to separate the two effects,
we are going to compare the two influence models with simple
Hidden Markov Models (HMMs). Finally, we will further
extend these comparisons by exploiting multi-class Support
Vector Machine, a model that uses none of the properties
discussed above.

These three classifiers incrementally use more information
for classification. The SVM considers each sample as indepen-
dent and identically distributed, and the prior probability of
each class as constant, for each sample. The HMM considers
the temporal correlation between the samples and the prior
probability of the classes in the current sample as dependent
upon the posterior probabilities of the classes in the last sam-
ple; these properties of HMMs enables them it to capture the
time consistencies we discussed above. Finally, IM captures
the idea that people influence each other, and that the current
role of a person is influenced by the roles of other participants
in addition to being influenced by that person’s previous roles.

...
Giver

Neutral

t t+1

...

......

...

...

...
Giver

Neutral

t t+1

...

......

...

...

Figure 1. An influence model with state-dependent influence (above) assigns
different amount of influences to a node according to his current state, while
an influence model with state-independent influence (below)assigns the same
amount of influence to a node irrespective of its current state. State-dependent
influence fits functional-role dynamics better because for instance a giver
has more influence than a neutral person. For sake of readability, the figure
represents the interaction only between 2 subjects.

We use the following ten groups of features to estimate
task roles and socio-emotional roles: the fractions of timethat
a subject is (1) speaking, (2) showing hand fidgeting, and (3)
showing body fidgeting; the fractions of time in similar time
windows that when the counterparts of the target subject in
the same meeting are (4) speaking, (5) showing hand fidgeting,
and (6) showing body fidgeting; (7) the target subject’s average
“speaking turn” length and (8) voicing rate; (9) the average
“speaking turn” length; and (10) the voicing rate of the subject
target’s counterparts. These features were computed in time
windows of different durations, from 1 to 120 seconds, with
10-second steps. For example, for the fraction of speaking time
of subject X at the 60th second, we computed (i) the fraction
of X’s speaking time in the window from second 60 to second
61 (a 1-second. window), (ii) the fraction of X’s speaking time
in the window from second 55 to second 66 (10-sec. window
), (iii) the fraction of X’s speaking time in the window from
second 50 to second 71 (20-sec. window), and so on until (xii)
the fraction of X’s speaking time in the window from second
0 to second 121 (121-second window). Once extended to all
seconds and all features, this procedure yields 12 measures
at different granularity for each feature, from very fine (a 1-
sec. window) to very coarse (a 120-sec. window), allowing
the capture of behaviors having both a short duration (e.g.,
asking a question) and those spanning longer time intervals
(e.g., answering a question).
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Turning to SVM classification, we estimate roles through
a majority vote of 16 independently-trained support vector
classifiers, one for each task*socio-emotional roles combina-
tion. Each support vector classifiers was trained using a one-
versus-one scheme. We used a Gaussian radial basis function
(RBF) kernel,k(x, y) = exp(−|x− y|2/2σ2), and performed
model selection by choosingσ = median(|x − x′|) [54],
with a training set of 1024 records evenly sampled from
four different roles. Our choice of Gaussian RBF kernel was
based on preliminary experiments in which we compared its
performance to the performance of a linear kernel: the latter
performed 5% worse on average accuracy, and much worse
with infrequent roles.

Roughly speaking, the support vector classifier estimates the
class label of a sample point based on its distances from the
“prototype” points (e.g. support vectors) with known labels. If
the sample point is on average closer to the “prototype” points
of class A than of class B, it will be estimated as belonging
to class A. However, if the dimensions of the sample point
are correlated, the distance used for estimating the classes
becomes illusive, and two sample points that are actually far
away could appear to be close in our “conceptual space.” In
particular, the Gaussian RBF kernel function treats all the
dimensions in the same manner, and requires large samples
to achieve good classification accuracy. Given the limited
size of the Mission Survival Corpus, we resorted to Principle
Component Analysis (PCA) to adjust the distance function
by using the principal components of the features (for each
feature we have 12 values, corresponding to the 12 window
sizes) to estimate the roles. For each feature we have 12 values,
corresponding to the 12 window sizes. We use matricesX(i),
where i ∈ {1, · · · , 12}, to represent these features’ values
according to the each of the 12 measures. Each row ofX(i)

corresponds to a specific meeting, to a specific time in a that
meeting, and to a specific meeting participant. Each column of
X(i) corresponds to the a specific behavior statistic (a given
feature) for a participant in a particular meeting at a specific
time, for the windowing index by superscript i. This usage of
principle components we yields an improved accuracy by of
5% on average, and accuracy rises to as much as 100% for
infrequent roles.

As to HMMs and IMs, we first train support vector clas-
sifiers as described, fit the trained support vector classifiers
with logistic regression models, and then employ the logistic
regression models to find the normalized prior likelihoods of
being in different roles corresponding to each observations.
The output of the probabilistic SVM gives to us the best prior
probability distribution of roles-taking behaviors.

We represent our HMM as follows:t, time; y(t), the
feature vector;x(t), the role at timet; p(x), the priors for
role x; p (x (t) |x (t− 1)), the role transitions probabilities;
p (y (t) |x (t)), the conditional distribution of the observed
feature vector given rolex. We assume speaker independence,
and all the feature sequences (one per subject) from all the
eight meetings are used to train a single HMM by means
of the standard Expectation Maximization (EM) algorithm.
For prediction, each person is represented by an indepen-
dent instantiation of the same Markov process. Thus, four

Table VII
GLOBAL ACCURACY SCORES

IM SVM HMM new IM
Task 0.772 0.752 0.742 0.744

Socio-emotional 0.778 0.777 0.754 0.804

independent HMMs represent the four people in the meeting.
For classification, we use the standard Viterbi algorithm to
compute the most likely sequence of roles.

Going back to the two Influence Models, for each of them
we used2n interacting processes to model the task roles and
the socio-emotional roles of then individuals in the meeting.
Doing this, we train each of the two IMs jointly on social
and task roles, this way capturing another insight from the
Section IV: the mutual dependencies between the task and the
socio-emotional roles played by a given person at a given time.
More generally, thanks to the two IMs, the task role played
by subject X can interact with the socio-emotional role played
by any other subject, including X. The observations for the
individual processes are the corresponding acoustic and visual
raw features (speaking/non-speaking, body movement, hand
movement, and number of simultaneous speakers) averaged
over short fixed-length time windows centered around the
observation times, as described above. The latent states for the
individual processes are the role labels. In the training phase,
we compute the observation statistics of different functional
role classes, as well as the interaction of different speakers
by means of the EM (expectation maximization) algorithm.
In the application phase, we infer each individual’s task and
socio-emotional roles based on the observations about the
individual, as well as on their interactions with others, using
the parameters previously trained.

We estimated the generalization capability of the trained
classifiers by leave-one-meeting-out cross-validation. At each
iteration, seven meetings were used for training and the one
left-out for testing. Given that each subject participatedin
only one meeting, subjects are rigorously separated between
training and test set.

VII. R ESULTS

We start our discussion of the experiment results from the
global accuracy scores, reported in Table VII.

The baseline classifier that relies only on priors (Table I)
can at most attain 0.40 global accuracy for the task roles and
0.43 for the socio-emotional roles. If we compare those results
with the global accuracies reported in Table VII, it is clear
that all our models largely outperforms the baseline classifier’s
performance.

Then we perform two series of binomial tests on accuracy
values – the first on Task Area values, and the second on
Socio-emotional values – comparing each to the global average
accuracy. In both cases, we set the significance level to p<.05,
with Bonferroni adjustment for multiple comparisons.

In the Task Area, IM performs significantly better than
the global average accuracy, whereas HMM and newIM do
significantly worse. In the Socio-Emotional Area, newIM’s
accuracy is significantly better than the criterion, and HMM’s
significantly worse.
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Table VIII
RECALL VALUES

Ta
sk

IM SVM HMM newIM
G 0.69 0.73 0.71 0.73
F 0.84 0.81 0.80 0.77
O 0.48 0.36 0.34 0.47
S 0.48 0.21 0.44 0.65

0.62 0.53 0.57 0.66

S
oc

io
-e

m
ot

io
na

l

IM SVM HMM newIM
A 0.58 0.51 0.00 0.33
N 0.85 0.85 0.86 0.88
P 0.62 0.62 0.52 0.67
S 0.39 0.39 0.21 0.31

0.61 0.59 0.40 0.55

Table IX
PEARSON RESIDUAL FORRECALL VALUES

Ta
sk

IM SVM HMM newIM
G -3.54 2.16 -0.62 2.00
F 7.13 1.01 -1.02 -7.13
O 4.76 0.36 0.34 0.47
S 1.98 -12.59 -0.51 11.16

S
oc

io
-e

m
ot

io
na

l

IM SVM HMM newIM
A 5.17 3.57 -8.12 -0.62
N -1.95 -2.13 -0.24 4.32
P 1.15 0.96 -10.05 7.94
S 6.56 6.59 -11.46 -1.70

As a measure of performance, accuracy tends to overprize
classifiers that perform very well on highly-populated classes,
and to penalize those that produce better results on low-
populated ones. That something similar is happening in our
case is witnessed by the analysis of macro-recall figures in
Table VIII, where, for example, the advantage of newIM in
terms of accuracy in the socio-emotional area seems to be
due to its performances on the two most-populated classes,
Neutral and Protagonist. In order to better investigate this
point and allow for statistically-significant comparisons, we
convert the recall figures of Table VIII into their standardized
residual counterparts – Pearson residuals, which are N(0,1) –
and allow for straightforward comparisons, including testing
the significance of a cell value. Pearson residuals have been
computed with respect to the same baseline as above – namely,
a classifier yielding global average recall. This way, our
comparisons amount to determining how much the different
classifiers do better (positive sign) or worse (negative sign)
than the baseline in terms of recall. Table IX reports the
residuals, marking in bold those that are significant (greater
than three standard deviations).

According to Pearson residuals, the high accuracy value of
IM in the task area is due to its very good results with the
Follower and Orienteer roles – the most and one of the least
populated role classes, respectively. The lower global accuracy
of newIM, in turn, is due to trading very good performances
on the two least-populated classed – Orienteer and Seeker –
with low recall on the most populated one, Follower.

Turning to the socio-emotional area, newIM’s higher ac-
curacy stems from the high recall values on the two most-
populated classes – Neutral and Protagonist – and from a
close-to-criterion performance on the other two classes. IM
and SVM yield substantially identical results, performingquite

Table X
PRECISION

Ta
sk

IM SVM HMM newIM
G 0.79 0.74 0.67 0.70
F 0.94 0.90 0.92 0.94
O 0.47 0.37 0.29 0.38
S 0.10 0.05 0.11 0.14

Macro 0.58 0.52 0.50 0.54

S
oc

io
-e

m
ot

io
na

l

IM SVM HMM newIM
A 0.11 0.09 0.00 1.00
N 0.97 0.97 0.88 0.91
P 0.51 0.50 0.52 0.57
S 0.26 0.26 0.17 0.35

Macro 0.46 0.46 0.39 0.71

Table XI
MACRO F SCORES

IM SVM HMM new IM
Task 0.566 0.508 0.508 0.552

Socio-emotional 0.491 0.481 0.394 0.584

well on the less-populated roles, Attacker and Supporter.
Concerning precision, IM and newIM produce higher values

than the competitors both in the task and in the socio-
emotional area; see Table X. In the latter, newIM reaches
high precision values, especially in the less-populated classes,
Attacker and Supporter.

In conclusion, as the summary Macro F-scores in Table XI
show, the IM and the newIM models perform better than the
competitors in both role areas. Upon direct comparison, IM
yields better performances in the task area, whereas newIM
does better in the socio-emotional area.

VIII. D ISCUSSIONS ANDCONCLUSIONS

This paper has dealt with the automatic recognition of
task-oriented and socio-emotional functional roles in small
group meetings, exploiting several of their properties: a)the
importance of non-linguistic behaviors, b) the relative time-
consistency of the social roles played by a given person during
the course of a meeting, and c) the interplays and mutual con-
straints among the roles enacted by the different participants in
a social encounter. After providing empirical evidence in favor
of those properties, we have proposed Influence Modeling as
an approach capable of addressing and exploiting all three of
these properties, and compared its performances with thoseof
models that consider only property (a) (SVM), or both (a) and
(b) (HMM).

The results discussed in the previous section seem to con-
firm our expectations: social functional role classification im-
proves if models are exploited to account for the dependencies
among roles played by the same subject, for the temporal dy-
namics of roles, and for the mutual constraints among the roles
of different group members. The two versions of the Influence
Model, which encode all three properties together, outperform
both SVM and HMM on most of the figures of merit used. Of
particular interest is the capability of the Influence Models to
obtain good or very good results for the less-populated classes
– Orienteer and Seeker for the task area, and Attacker and
Supporter for the socio-emotional area. In no case, in fact,are
the standardized recall values of the IMs significantly negative,
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Figure 2. Influence matrices of the IM (above) and of the newIM(below).
An entry at row x and column y indicates how large the state corresponding
to row x is indicative of the state corresponding to column y (brighter color,
e.g. yellow, means more indicative and darker color, e.g. red, means less
indicative).

while they are often significantly positive; see Table IX. This
is in sharp contrast with the behavior of the two competing
classifiers: SVM has scores significantly lower on the less-
populated classes of the task area, while HMM does the same
for both the task and the socio-emotional areas. The results
with HMM also show that the mere consideration of roles’
temporal properties at the individual level may not suffice.
Although further studies with different corpora are neededin
order to reach firmer conclusions, these results are at least
indicative of the superiority of Influence Models in capturing
more of the social functional roles’ structure and dynamics,
and using them for the sake of classification.

There are slight differences in the behavior of the two
Influence Models exploited in this paper that deserve some
discussion: 1) newIM yields a higher overall precision (0.63)
than IM (0.52) against a substantial balance on recall (0.60for

newIM and 0.62 for IM); and 2) newIM and IM are somewhat
complementary, the first doing best in the socio-emotional area
and the second in the task area. The difference between the two
Influence Models consists of the fact that, whereas the basic
version IM assumes a fixed amount of influence that a node
exerts on another, newIM fixes only an upper limit, allowing
the actual amount of influence to be adjusted in the training
process. It seems that this greater flexibility allows newIM
to capture the mutual constraints among the roles of different
people in a better way, maintaining very high precision rates in
the less-populated classes of the socio-emotional area without
losing much in terms of recall.

The better ability of the newIM to capture the mutual
constraints among the roles played by different people is also
confirmed by comparing the trained influence matrix of the
newIM with the one of the standard IM (see Figure 2). In
these matrices, an entry at row x and column y indicates
how the state corresponding to row x is indicative of the
state corresponding to column y. As shown in the plots, the
influence matrix of the newIM captures in a more clear way the
interactions captured by the influence matrix of the standard
IM (a large number of brighter entries are shown in the plot
of the newIM). Moreover, a larger number of interactions is
discernible in the influence matrix of newIM: for instance, this
matrix is sensitive to the interactions between a giver roleand
a follower role and to the interactions between attacker roles.
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